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Detection of Pathogens in Water  
Using Micro and Nano-Technology
Detection of Pathogens in Water Using Micro and Nano-Technology aims to promote 
the uptake of innovative micro and nano-technological approaches towards the 
development of an integrated, cost-effective nano-biological sensor useful for 
security and environmental assays.

The book describes the concerted efforts of a large European research project 
and the achievements of additional leading research groups. The reported 
knowledge and expertise should support in the innovation and integration of 
often separated unitary processes. Sampling, cell lysis and DNA/RNA extraction, 
DNA hybridisation detection micro- and nanosensors, microfluidics, together 
also with computational modelling and risk assessment can be integrated in 
the framework of the current and evolving European regulations and needs. 
The development and uptake of molecular methods is revolutionizing the field 
of waterborne pathogens detection, commonly performed with time-consuming 
cultural methods. The molecular detection methods are enabling the development 
of integrated instruments based on biosensor that will ultimately automate the 
full pathway of the microbiological analysis of water.
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Chapter 16

Fluid structure and boundary slippage
in nanoscale liquid films

Nikolai V. Priezjev

16.1 ABSTRACT
During the last ten years, there has been enormous interest in understanding transport phenomena in micro
and nanofluidic systems and, in particular, in accurate prediction of fluid flows with slip boundary
conditions at liquid-solid interfaces. In this chapter, we discuss recent results obtained from molecular
dynamics simulations of fluids that consist of monomers or linear polymer chains confined by flat
crystalline surfaces. The effects of shear rate and wall lattice orientation on the slip behaviour are studied
for a number of material parameters of the interface, such as fluid and wall densities, wall-fluid
interaction energy, polymer chain length, and wall lattice type. A detailed analysis of the
substrate-induced fluid structure and interfacial diffusion of fluid molecules is performed to identify slip
flow regimes at low and high shear rates.

16.2 INTRODUCTION
The study of fluid transport through micro and nanochannels is important for biotechnological applications
and energy conversion processes (Sparreboom et al. 2009). The precise control and manipulation of fluids in
systems with large surface-to-volume ratios, however, require fundamental understanding of flow boundary
conditions. Fluid velocity profiles can be significantly modified in the presence of slip at a solid surface. The
degree of slip is quantified by the slip length, which is defined as a distance between locations of the real
interface and imaginary plane where the extrapolated tangential velocity component vanishes. It was
shown by numerous experimental studies that the main factors affecting slippage at the liquid-solid
interface include surface roughness (Zhu & Granick, 2002; Sanchez-Reyes & Archer, 2003; Schmatko
et al. 2006), surface wettability (Churaev et al. 1984; Baudry et al. 2001; Schmatko et al. 2005), fluid
structure (Schmatko et al. 2005; McBride & Law, 2009; Baumchen et al. 2009), and shear rate (Zhu &
Granick, 2001; Choi et al. 2003; Ulmanella & Ho, 2008). The slip length in the micron range is reported
for complex flows near superhydrophobic surfaces (Rothstein, 2010) and flows of high molecular weight
polymers (Baumchen et al. 2009), while the magnitude of the slip length in the range of a few tens of
nanometers is typically measured for flows of water over smooth nonwetting surfaces (Bocquet &
Charlaix, 2010).

Downloaded from https://iwaponline.com/ebooks/book-pdf/650797/wio9781780401096.pdf
by guest
on 12 April 2020



In recent years, many molecular dynamics (MD) simulation studies have been performed in order to
investigate the influence of structural properties of the interface between monatomic fluids and
crystalline walls on the degree of slip (Heinbuch & Fischer, 1989; Thompson & Robbins, 1990; Bocquet
& Barrat, 1994; Barrat & Bocquet, 1999; Travis & Gubbins, 2000; Sokhan et al. 2001; Galea & Attard,
2004; Priezjev, 2007; Priezjev, 2007a; Thompson & Troian, 1997; Asproulis & Drikakis, 2010; Liu &
Li, 2009; Pahlavan & Freund, 2011; Yong & Zhang, 2010) and references therein. Most notably, it was
demonstrated that the slip length is strongly correlated with the intensity of structure induced within the
first fluid layer by the periodic surface potential (Thompson & Robbins, 1990). In general, the slippage
is suppressed by the strong wall-fluid attraction and/or due to the formation of commensurate structures
between solid wall and adjacent fluid layer. A theoretical estimate of the slip length at low shear rates
can be obtained via the Green-Kubo relation between the friction coefficient at the interface and the time
integral of the autocorrelation function of the lateral force that acts on the adjacent fluid from the solid
wall (Barrat & Bocquet, 1999). In most of the MD studies, the solid walls are modelled as an array of
atoms arranged on sites of a periodic lattice. Two types of walls are usually considered, solid and
thermal, where the wall atoms are either fixed at the lattice sites or allowed to oscillate under the
harmonic potential. It was recently found that the slip length weakly depends on the value of the spring
stiffness coefficient for sufficiently strong harmonic bonds (Priezjev, 2007; Asproulis & Drikakis, 2010).
In addition, the slope of the shear rate dependence of the slip length is not significantly affected by stiff
springs (Priezjev, 2007), except at very high shear rates (Martini et al. 2008).

At the interface between simple fluids and atomically smooth, weakly attractive surfaces, the slip length
is constant only at relatively low shear rates and it increases nonlinearly at high shear rates, as originally
reported by Thompson and Troian (1997) and later confirmed by several studies (Priezjev, 2007;
Asproulis & Drikakis, 2010; Yang & Fang, 2005; Niavarani & Priezjev, 2010). For sufficiently strong
wall-fluid interaction and incommensurate structures of the liquid and solid phases at the interface, the
slip length varies almost linearly with shear rate (Priezjev, 2007; Priezjev, 2007a). It should be
emphasized, however, that if the slip length at low shear rates is less than about a molecular diameter
then the boundary conditions for dense monatomic fluids remain independent of shear rate (Thompson &
Robbins, 1990; Priezjev, 2007; Thompson & Troian, 1997). Also, it was shown that molecular-scale
surface roughness reduces the magnitude of the slip length and the slope of its rate dependence (Bocquet
& Barrat, 1994; Priezjev, 2007; Niavarani & Priezjev, 2010; Priezjev & Troian, 2006; Sofos et al. 2009).

It was recently demonstrated that the effective slip length for flows over anisotropic surfaces with
two-component texture of different wettability is largest (smallest) for parallel (perpendicular) orientation
of stripes with respect to the mean flow (Feuillebois et al. 2009). These conclusions hold when the stripe
width is comparable to the molecular diameter (Priezjev et al. 2005). For the transverse orientation of the
flow relative to the stripes, the slip is reduced because of the molecular scale corrugation of the
composed surface potential, while for the parallel orientation, the fluid molecules are transported along
homogeneous stripes with either no-slip or partial slip conditions; and, therefore, the effective slip length
is enhanced (Priezjev et al. 2005; Priezjev, 2011). More recently, it was observed that the slip length also
depends on the crystal lattice plane in contact with the fluid and on the lattice orientation with respect to
the flow direction (Soong et al. 2007). In this chapter, we will show that at sufficiently high shear rates,
the slip flow is anisotropic for atomically flat crystalline surfaces; and, in particular, the slip length is
enhanced when the shear flow is oriented along the crystallographic axis of the wall lattice.

Recent studies of friction between adsorbed monolayers and smooth crystalline surfaces are relevant to
the analysis of flow boundary conditions (Smith et al. 1996; Tomassone et al. 1997). It was found that the
slip time, which represents the transfer of momentum between the adsorbed monolayer and the substrate, is
proportional to the phonon lifetime divided by the normalized peak value of the structure factor computed in
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the monolayer at the main reciprocal lattice vector (Smith et al. 1996). Also, the simulation results have
shown that the slip time is independent of the sliding direction if the slip velocity of the monolayer is
much smaller than the speed of sound (Smith et al. 1996). In the linear regime between friction force and
sliding velocity and in the range of film coverages from submonolayer to bilayer, the slip times were
computed directly from the decay of the film velocity and from the decay of the velocity correlation
function at equilibrium (Tomassone et al. 1997).

During the last two decades, a number of MD studies have examined slip boundary conditions at the
interface between polymeric fluids and flat crystalline surfaces (Thompson et al. 1995; Manias et al. 1996;
Khare et al. 1996; Stevens et al. 1997; Koike & Yoneya, 1998; Jabbarzadeh et al. 1999; Niavarani &
Priezjev, 2008; Priezjev & Troian, 2004; Servantie & Muller, 2008; Priezjev, 2009; Priezjev, 2010). The
velocity profiles with stick boundary conditions were observed when a highly viscous interfacial layer was
formed because of the strong wall-fluid interaction (Manias et al. 1996; Jabbarzadeh et al. 1999; Servantie
& Muller, 2008), high fluid density and pressure (Thompson et al. 1995; Manias et al. 1996; Priezjev,
2009), or chemical structure of chain molecules (Kong et al. 2010). The variation of the slip length as a
function of shear rate was reported for flat polymer-solid interfaces with weak wall-fluid interactions
(Martini et al. 2008; Koike & Yoneya, 1998; Jabbarzadeh et al. 1999; Priezjev & Troian, 2004; Niavarani
& Priezjev, 2008; Priezjev, 2009; Dhondi et al. 2009; Niavarani & Priezjev, 2008). In our previous studies
(Niavarani & Priezjev, 2008; Priezjev, 2010), it was shown that the rate dependence of the slip length
acquires a local minimum at low shear rates followed by a rapid growth at higher shear rates. More
recently, a correlation between the shear rate threshold for the boundary slip in dense unentangled polymer
films and a chain relaxation dynamics in the interfacial region was reported (Priezjev, 2009).

In this chapter, we investigate slip boundary conditions at the interface between fluids and crystalline
surfaces using molecular dynamics simulations. We find that at sufficiently high shear rates, the slip flow
over atomically flat crystalline surfaces is anisotropic. The nonlinear shear rate dependence of the slip length
is analyzed in terms of the friction coefficient at the liquid-solid interface and slip velocity. The simulation
results indicate that the friction coefficient in the linear slip regime is a function of a single variable that is a
product of the height of the normalized main peak in the structure factor and the contact density of the first
fluid layer near the solid wall. We will show that the onset of the nonlinear regime between the wall shear
stress and slip velocity is determined by the diffusion of fluid monomers within the first layer.

The rest of this chapter is organized as follows. In the next section, we describe the details of molecular
dynamics simulations, equilibration procedure, and parameter values for twenty liquid-on-solid systems.
The fluid density, velocity and temperature profiles for various flow conditions are discussed in Section
IIIA. The dynamic response of shear viscosity and slip length is examined in Section IIIB. The
numerical analysis of the friction coefficient and induced fluid structure is presented in Section IIIC.
The conclusions are given in the last section.

16.3 MOLECULAR DYNAMICS SIMULATION MODEL
The geometry of the computational domain and the steady flow profile are shown schematically in
Figure 16.1. The fluid undergoes planar shear flow between two atomically flat walls. For all simulations
in this study, the fluid phase consists of Nf= 9600 monomers. The interaction between any two fluid
monomers is modelled via the truncated Lennard-Jones (LJ) potential

VLJ(r) = 41
s

r

( )12
− s

r

( )6[ ]
for r ≤ rc = 2.5s (16.1)
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where ε and σ are the energy and length scales of the fluid phase. The interaction between wall atoms and
fluid monomers is also modelled by the LJ potential with parameters εwf (the values εwf for each system are
listed in Table 16.1) and εwf = σ. The wall atoms do not interact with each other.

Table 16.1 The fluid monomer density ρ=Nf/Axy (h− σ), number of monomers per chain N, distance
between the wall lattice planes in contact with fluid h, wall area in the xy plane, fluid pressure at equilibrium
(i.e., U= 0), wall density ρw, lattice type, Miller indices for the xy plane, lattice orientation along the shear flow
direction (x̂ direction), the x̂ and ŷ components of the first reciprocal lattice vector G1(kx, ky), wall-fluid
interaction energy, and the spring stiffness coefficient for thermal walls.

No. ρσ3 N h/////σ Axy/////σ
2 P/////εσ−3 ρwσ

3 Type (ijk) x̂ (kxσ, kyσ) εwf/////ε κ/////εσ−2

1 0.91 20 22.02 502.28 1.0 1.40 fcc (111) [11�2] (7.23,0) 0.9 Fixed

2 0.91 20 22.02 502.28 1.0 1.40 fcc (111) [1�10] (6.26,3.62) 0.9 Fixed

3 0.88 20 19.46 589.79 0.5 1.10 fcc (111) [11�2] (6.67,0) 0.8 1200

4 0.88 20 19.46 589.79 0.5 1.10 fcc (111) [1�10] (5.78,3.34) 0.8 1200

5 0.89 20 26.44 424.73 0.5 1.80 fcc (111) [11�2] (7.86,0) 1.0 Fixed

6 0.89 20 26.44 424.73 0.5 1.80 fcc (111) [1�10] (6.81,3.93) 1.0 Fixed

7 0.83 10 23.93 502.28 0.0 1.40 fcc (111) [11�2] (7.23,0) 0.7 1200

8 0.83 10 23.93 502.28 0.0 1.40 fcc (111) [1�10] (6.26,3.62) 0.7 1200

9 0.88 20 24.72 459.42 0.5 1.60 fcc (111) [11�2] (7.56,0) 0.8 1200

10 0.88 20 24.72 459.42 0.5 1.60 fcc (111) [1�10] (6.55,3.78) 0.8 1200

11 0.89 20 19.12 595.87 0.5 1.90 bcc (001) [100] (6.18,0) 0.4 Fixed

12 0.89 20 19.12 595.87 0.5 1.90 bcc (001) [100] (6.18,0) 0.5 Fixed

13 0.89 20 19.12 595.87 0.5 1.90 bcc (001) [100] (6.18,0) 0.6 Fixed

14 0.85 10 19.98 595.87 0.5 1.90 bcc (001) [100] (6.18,0) 0.4 1200

15 0.85 10 19.98 595.87 0.5 1.90 bcc (001) [100] (6.18,0) 0.5 1200

16 0.85 10 19.98 595.87 0.5 1.90 bcc (001) [100] (6.18,0) 0.6 1200

17 0.81 1 34.86 350.61 2.36 2.40 fcc (111) [11�2] (8.65,0) 0.4 Fixed

18 0.81 1 34.86 350.61 2.36 2.40 fcc (111) [1�10] (7.49,4.33) 0.4 Fixed

19 0.81 1 34.86 350.61 2.36 2.40 fcc (111) [11�2] (8.65,0) 0.3 Fixed

20 0.81 1 34.86 350.61 2.36 2.40 fcc (111) [1�10] (7.49,4.33) 0.3 Fixed

Adapted from (Priezjev, 2010).

Fluid flow

Vs

x

z

U

Ls
Solid wall

y
h Vx (z)

Figure 16.1 A schematic representation of the flow with slip boundary conditions. The steady shear flow is
induced by the upper wall moving with a constant speed U in the x̂ direction. The slip velocity and slip
length Ls are related via Vs = ġLs, where ġ is the shear rate computed from the slope of the velocity profile.
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Three types of fluid were considered in the present study, that is, monatomic (or simple) fluid and
polymer melts with the number of monomers per chain N= 10 and N= 20. In the case of polymers, the
nearest-neighbour monomers in a chain interact through the finitely extensible nonlinear elastic (FENE)
potential (Bird et al. 1987)

VFENE(r) = − ks
2
r20 ln 1− r2

r20

[ ]
(16.2)

with the standard choice of parameters ks= 30εσ−2 and r0= 1.5σ (Kremer &Grest, 1990). As an example, a
snapshot of an unentangled polymer melt with linear flexible chains N= 20 confined between solid walls is
presented in Figure 16.2.

The heat exchange between the fluid phase and the external heat bath was regulated via a Langevin
thermostat (Grest & Kremer, 1986), which was applied only to the direction of motion perpendicular to
the plane of shear (Thompson & Robbins, 1990). The equations of motion for fluid monomers in all
three directions are given as follows:

mẍi = −
∑
i=j

∂Vij

∂xi
(16.3)

mÿi + mGẏi = −
∑
i=j

∂Vij

∂yi
+ fi (16.4)

mz̈i = −
∑
i=j

∂Vij

∂zi
(16.5)

z/
σ

–10

–5

0

5

10

Figure 16.2 A snapshot of fluid monomers (open circles) and wall atoms (filled circles). positions. Five
polymer chains are marked by solid lines and filled black circles. The black arrow indicates the upper wall
velocity U= 0.5σ/τ in the x̂ direction. The fluid monomer density is ρ= 0.89 σ−3 and the wall density is
ρw= 1.80σ−3. The rest of parameters for the system 5 are given in Table 16.1. Reprinted from (Priezjev, 2010).
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where the summation is performed over the fluid monomers and wall atoms within the cutoff radius
rc= 2.5σ, Γ= 1.0τ−1 is the friction coefficient, and fi is a random force with zero mean and variance
〈 fi(0) fj(t)〉= 2mkBτΓδ(t)δij determined from the fluctuation-dissipation theorem. The Langevin
thermostat temperature is T= 1.1ε/kB, where kB is the Boltzmann constant. The equations of motion
were integrated using the fifth-order Gear predictor-corrector algorithm (Allen & Tildesley, 1989) with a
time step Δt= 0.002τ, where τ=

��������
ms2/1

√
is the characteristic time of the LJ potential. The small time

step Δt= 0.002τ was used in our previous studies (Priezjev, 2007; Priezjev, 2009; Priezjev, 2010;
Niavarani & Priezjev, 2008) for similar MD setups in order to compute accurately the trajectories of
fluid molecules and wall atoms near interfaces. Typical values for liquid argon are σ= 0.34 nm, ε/kB=
120K and τ= 2.16× 10−12 s (Allen & Tildesley, 1989).

Each confining wall is composed of 1152 atoms arranged in two layers of either face-centered cubic (fcc) or
body centered cubic (bcc) lattices. The wall density, lattice type, its orientation with respect to the shear flow
direction, and wall-fluid interaction energy are listed in Table 16.1. The wall atoms are either fixed at the
lattice sites or allowed to oscillate about their equilibrium lattice positions under the harmonic potential
Vsp = 1

2 k r − req
( )2

with the spring stiffness coefficient k= 1200ε/σ2. It was previously shown that this
value of the stiffness coefficient does not significantly affect the shear rate dependence of the slip length
(Priezjev, 2007). In case of thermal walls, the Langevin thermostat was applied to the x̂, ŷ, and ẑ components
of the wall atom equations of motion. For example, the x̂ component of the equation of motion is given by

mwẍi + mwGẋi = −
∑
i=j

∂Vij

∂xi
− ∂Vsp

∂xi
+ fi (16.6)

where mw= 10m, the friction coefficient is Γ= 1.0τ−1 and the sum is taken over the neighbouring fluid
monomers within the cutoff radius rc= 2.5σ. With these parameters, the oscillation time 2p

�������
mw/k

√ ≈ 0.6t
of wall atoms is much larger than the integration time step Δt= 0.002τ. Periodic boundary conditions were
imposed along the x̂ and ŷ directions parallel to the confining walls.

Initially, the fluid was equilibrated at a constant normal pressure applied on the upper wall (shown in
Table 16.1) for about 5× 104 τ while the lower wall was at rest. Then, the channel height was fixed and
the system was additionally equilibrated for 5× 104 τ at a constant density ensemble while both walls
were at rest. The steady flow was generated by moving the upper wall with a constant speed U in the x̂
direction parallel to the immobile lower wall (see Figure 16.1). The lowest speed of the upper wall is
U= 0.05σ/τ. Both fluid velocity and density profiles were computed within horizontal bins of thickness
Δz= 0.01σ for time intervals up to 6× 105 τ. An estimate of the Reynolds number at the highest shear
rates considered in the present study is O(10), which is indicative of laminar flow conditions.

16.4 RESULTS
16.4.1 Fluid density, velocity, and temperature profiles
In this section we present typical fluid density, velocity, and temperature profiles for the polymer system
N= 20 (system 5 in Table 16.1). First, the averaged fluid density and velocity profiles are displayed in
Figure 16.3 for the upper wall speeds U= 0.5σ/τ and U= 4.0σ/τ. Notice that the density profiles exhibit
a typical layered structure which extends for about 5σ− 6σ away from the solid walls. The amplitude of
the first peak in the density profile determines the contact density ρc, an important parameter, which will
be used in the subsequent analysis. We emphasize that the thickness of the averaging bins Δz= 0.01σ is
small enough so that the value of the contact density does not depend on the bin thickness and bin
location relative to the walls. On the other hand, the shape of the density profiles will remain unchanged
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if thinner bins are used; however, the averaging will require additional computational resources. As evident
from Figure 16.3 (b), the contact density is reduced at the higher upper wall speed.

The representative velocity profiles normalized by the upper wall speed are shown in Figure 16.3 (a) for
the same flow conditions as in Figure 16.3 (b). It is apparent that the slip velocity is larger at the higher upper
wall speed. It should be mentioned that simulations were performed at sufficiently low shear rates so that the
fluid slip velocities remained the same at the lower and upper walls. In our study, the location of the
liquid-solid interface (marked by the dashed vertical lines in Figure 16.3) is defined at the distance 0.5σ
away from the wall lattice planes to take into account the excluded volume due to wall atoms. The slip
length was computed from the linear fit to the velocity profiles excluding regions of about 2σ from the
solid walls, where a slight nonlinearity appears due to fluid layering. At all shear rates examined in the
present study, the velocity profiles are linear across the channel and the slip length is larger than about 3σ.

In steady flow, the fluid temperature was estimated from the local kinetic energy as follows:

kBT = m

3N

∑N
i=1

[ṙi − v(ri)]2 (16.7)

where ṙi is the instantaneous velocity of the fluid monomer and v(ri) is the local flow velocity averaged
inside a narrow bin. Averaged temperature profiles across the channel are shown in Figure 16.4 for
selected values of the upper wall speed. At relatively low shear rates, ġ≲ 0.01t−1, the fluid temperature
is equal to its equilibrium value of T= 1.1ε/kB set by the Langevin thermostat. With a further increase
of the shear rate, the fluid heats up and the temperature profile in steady state becomes non-uniform
across the channel. As seen in Figure 16.4, the fluid temperature is higher near the interfaces because of
the large slip velocity, which becomes comparable to the thermal velocity, v2T = kBT/m, at high shear
rates. We also found that at high shear rates, the temperature in the ŷ direction, in which the Langevin
thermostat is applied, is slightly smaller than its value in the x̂ and ẑ directions (shown in the inset of
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Figure 16.3 Averaged normalized velocity (a) and density (b) profiles across the channel for the upper wall
speeds U= 0.5σ/τ and U= 4.0σ/τ. The uniform monomer density of the polymer melt N= 20 away from the
walls is ρ= 0.89 σ−3 (system 5 in Table 16.1). The vertical axes indicate the location of the fcc lattice planes (at
z/σ=−11.30 and 15.14) in contact with the fluid. The dashed lines at z/σ=−10.80 and 14.64 denote
reference planes for computing the slip length. Reprinted from (Priezjev, 2010).
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Figure 16.4). This difference implies that the kinetic energy in the ŷ direction dissipates faster than the
energy transfer from the other directions. Similar temperature profiles for a system of linear polymer
chains N= 20, fluid density ρ= 0.91 σ−3, and thermal walls with density ρw= 1.40σ−3 were reported in
the previous MD study (Niavarani & Priezjev, 2008). Further discussion on the relation between
temperature profiles and slip velocity in thin polymer films can be found in (Khare et al. 2006).

16.4.2 Shear viscosity and slip length
The fluid viscosity was estimated from the relation between shear rate and shear stress, which was computed
using the Kirkwood formula (Irving & Kirkwood, 1950). The variation of viscosity as a function of shear
rate is presented in Figure 16.5 for selected systems listed in Table 16.1. In agreement with previous studies
with a similar setup (Priezjev, 2007; Thompson & Troian, 1997), the viscosity of monatomic fluids is
independent of shear rate and equals μ= (2.2+ 0.2)ετσ−3 when the fluid density is ρ= 0.81σ−3. As
expected, the shear viscosity of polymer melts with chains N= 10 and N= 20 is higher than the
viscosity of simple monatomic fluids. For similar flow conditions, the transition from a Newtonian to a
shear-thinning flow regime occurs at lower shear rates for polymers with longer chains N= 20 because
of their slower relaxation dynamics. The slope of the shear-thinning region −0.37, which is shown in
Figure 16.5 by the dashed line, is consistent with the results reported in earlier studies for polymer melts
N= 20 at different fluid densities (Niavarani & Priezjev, 2008; Priezjev, 2009). As usual, the errors
arising from averaging over thermal fluctuations are greater at lower shear rates.

The nonlinear rate dependence of the slip length is shown in Figure 16.6 for polymer melts with chains
N= 10 and N= 20. The shear flow direction is oriented along the crystallographic axis of the (111) plane of
the fcc wall lattice for systems 6 and 8 (see Table 16.1). In contrast, the fcc lattice plane is rotated by 90° with
respect to the flow direction for systems 5 and 7 as indicated by open circles and the blue vertical arrow in the
inset of Figure 16.6. At low shear rates ġt≲0.02, the slip length is independent of the wall lattice orientation
relative to the shear flow direction; while at higher shear rates, the slip length is greater when the shear flow
is parallel to the crystallographic axis of the triangular lattice. The same trend for the slip length is observed
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Figure 16.4 Temperature profiles across the channel for the indicated upper wall velocities (system 5 in
Table 16.1). The vertical dashed lines at z/σ=−10.80 and 14.64 indicate the location of liquid-solid
interfaces. The inset shows the x̂, ŷ, and ẑ components of the temperature profile near the stationary lower
wall when the upper wall velocity is U= 4.0σ/τ.
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for monatomic fluids (not shown). These results demonstrate that at sufficiently high shear rates the slip flow
is anisotropic even for atomically flat crystalline surfaces.

The appearance of the local minimum in the shear rate dependence of the slip length reported in
Figure 16.6 for polymer melts with chains N= 20 can be explained using simple physical arguments.
The initial decay of the slip length at low shear rates is associated with a slight decrease of the polymer
melt viscosity. In this regime, the friction coefficient at the liquid-solid interface (defined as k= μ /Ls)
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Figure 16.5 Fluid viscosity μ (in units ετσ−3) as a function of shear rate for the indicated systems listed in
Table 16.1. The dashed line with a slope −0.37 is shown for reference. Solid curves are a guide for the
eye. Adapted from (Priezjev, 2010).
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Figure 16.6 Slip length Ls/σ as a function of shear rate for polymer melts with chains N= 20 andN= 10 (see
inset). The system’s parameters are listed in Table 16.1. Open circles in the inset represent the (111) face of
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the [11�2] fcc lattice orientation (systems 5 and 7). The horizontal arrow shows the flow direction along the [1�10]
orientation (systems 6 and 8). Reprinted from (Priezjev, 2010).
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remains constant and independent of shear rate (or slip velocity). With increasing shear rate, both the friction
coefficient and polymer viscosity decrease; however, their ratio, the slip length, Ls= μ/k grows rapidly
because of the strong dependence of the friction coefficient on the slip velocity (see also next section).
Similar behaviour of the slip length for polymer chains N= 20 was reported in recent MD studies
(Niavarani & Priezjev, 2008; Niavarani & Priezjev, 2008a). Furthermore, the transition to the
shear-thinning regime occurs at higher shear rates for polymer melts with shorter chains N= 10, and,
therefore, the slip length remains nearly constant at low shear rates and then increases rapidly at higher
rates (see inset in Figure 16.6). These results agree well with the previous simulation results for slip flow
of polymers with chain lengths N≤ 16 and lower fluid density (Priezjev & Troian, 2004).

16.4.3 Friction coefficient versus slip velocity
It is difficult to make further progress in the analysis of the shear rate dependent slip length without taking
into account shear-thinning effects explicitly. Instead, it is advantageous to reformulate the boundary
conditions in terms of the friction coefficient at the liquid-solid interface and slip velocity. In steady
shear flow, the shear stress in the bulk of the film (ġm) is equal to the wall shear stress (kVs). In addition,
if velocity profiles are linear across the channel, then by definition Vs = ġLs and the friction coefficient
is given by k= μ/Ls. In what follows, the MD data for the slip length and shear viscosity will be used to
compute the friction coefficient, and its dependence on the slip velocity will be investigated.

We next briefly review the results from previous MD studies on slip flows of polymer melts with chains
N= 20 confined by atomically flat walls with weak surface energy (Niavarani & Priezjev, 2008; Priezjev,
2009). It was found that in the range of fluid densities 0.86≤ ρσ3≤ 1.02, the velocity profiles across the
channel are linear at all shear rated examined (Niavarani & Priezjev, 2008). Therefore, the friction
coefficient was computed from the relation k= μ/Ls and studied as a function of the slip velocity. The
data for different fluid densities could be well fitted by the following equation:

k/k∗ = [1+ (Vs/V
∗
s )

2]−0.35 (16.8)

where k* is the friction coefficient at small slip velocities when Vs ≪ V∗
s and V∗

s is the characteristic slip
velocity that marks the onset of the nonlinear regime (Niavarani & Priezjev, 2008). In the subsequent study
(Priezjev, 2009), the simulations were performed at higher polymer densities, 1.04≤ ρσ3≤ 1.11, while the
rest of the system parameters were kept unchanged. Due to the formation of a highly viscous interfacial
layer, the velocity profiles at low shear rates acquired a pronounced curvature near solid walls; and, as a
result, the definition k= μ/Ls could not be applied (Priezjev, 2009). Therefore, the friction coefficient was
computed directly from the ratio of the wall shear stress and slip velocity of the first fluid layer.
Interestingly, for polymer melt densities ρ= 1.04σ−3 and 1.06σ−3, the data were again well described by
Eq. (16.8), while at higher melt densities (1.08≤ ρσ3≤ 1.11) only the nonlinear regime (k � V−0.7

s ) was
observed (Priezjev, 2009). We finally note that when the functional form of the slip length versus shear
rate reported for monatomic fluids (Thompson & Troian, 1997) is expressed in terms of k and Vs, the
friction coefficient is also well fitted by Eq. (16.8) in the range k/k* ≳ 0.3 (Niavarani & Priezjev, 2008).

We extend the analysis of the friction coefficient at liquid-solid interfaces which are described by the
parameters listed in Table 16.1. Figure 16.7 shows the friction coefficient as a function of the slip velocity
normalized by the parameters k* and V∗

s respectively. Remarkably, the data for all twenty systems in
Table 16.1 are well fitted by Eq. (16.8) over about three orders of magnitude. These results further
support our previous conclusions that the boundary condition Eq. (16.8) describes slip flows of both
monatomic and polymeric fluids over smooth solid walls. We also noticed the inverse correlation between
the friction coefficient k* and the characteristic slip velocity V∗

s , which is summarized in Figure 16.8.
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Note that for every two systems, where the only difference is the orientation of the fcc wall lattice, the values
of k* are nearly the same, but the slip velocityV∗

s is slightly smaller when the shear flow direction is parallel to
the crystallographic axis. This is consistent with the dynamic response of the slip length reported in
Figure 16.6 for two different orientations of the fcc lattice; namely, the onset of rapid growth of the slip
length occurs at smaller shear rates when the the flow is oriented along the crystallographic axis.

We next argue that the onset of the nonlinear regime in Eq. (16.8) is determined by the diffusion time of
fluid monomers over the distance between the nearest minima of the periodic surface potential. In the
absence of shear flow, the typical trajectories of fluid monomers in the first layer near the solid wall are
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Figure 16.7 Log-log plot of the friction coefficient k= μ/Ls (in units ετσ−4) as a function of the slip velocity
Vs = Lsġ (in units σ/τ) for systems listed in Table 16.1. The values of the normalization parameters V∗

s and
k* are presented in Figure 16.8. The dashed curves y= (1+ x2)−0.35 are the best fit to the data. Reprinted
from (Priezjev, 2010).
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presented in Figure 16.9. It can be observed that the diffusive motion of fluid monomers in contact with the
lower wall atoms is strongly influenced by the corrugation of the surface potential; that is, most of the time
the monomer resides near the local minima of the surface potential with occasional jumps between the
minima. Therefore, the elementary relaxation time within the first fluid layer can be estimated from the
diffusion of monomers over the distance between the nearest minima.

In Figure 16.10 we plot the mean square displacement curves for fluid monomers within the first layer
for selected systems in Table 16.1 at equilibrium (i.e. when both walls are at rest). The displacement vector
as a function of time was computed along the trajectory of a fluid monomer only if it remained in the first
layer during the time interval between successive measurements of the monomer position. Note that for
monatomic fluids, there is a linear dependence between the mean square displacement and time, and,
consequently, the diffusion coefficient is well defined by the Einstein relation. In contrast, fluid
monomers that belong to a polymer chain diffuse slower than monomers in simple fluids since their
dynamics is bounded by diffusion of the center of mass of the polymer chain. It should be mentioned
that the evaluation of the mean square displacement curves at large times requires significant
computational resources because of the low probability that a fluid monomer will remain within the first
layer for a long time interval. The slope of the subdiffusive regime at intermediate times is indicated by
the straight dashed line in Figure 16.10.

Finally, the comparison of the characteristic slip time of the first fluid layer in steady shear flow and the
diffusion time of fluid monomers between nearest minima of the surface potential at equilibrium is presented
in Figure 16.11. The diffusion time was estimated from the mean square displacement of fluid monomers
within the first layer at the distance between nearest minima of the periodic surface potential. The same
distance divided by the slip velocity V∗

s defines the characteristic slip time of the first fluid layer. In the
case when the shear flow direction is parallel to the [1�10] fcc lattice orientation (indicated by the vertical
blue arrow in the inset of Figure 16.6), the slipping distance of the first layer was computed by
projecting the vector, which connects the nearest minima of the surface potential, onto the direction of
flow. As seen in Figure 16.11, there is a strong correlation between the characteristic slip time of the first
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Figure 16.9 Typical trajectories, projected onto the xy plane, of monomers in the first fluid layer near the lower
wall for the system 1 (see Table 16.1) at equilibrium (i.e. when both walls are at rest). The fcc lattice sites of the
(111) plane are indicated by open circles. The horizontal line segment denotes the distance between nearest
minima of the periodic surface potential.
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fluid layer and the diffusion time of fluid monomers in that layer at equilibrium. These results indicate that
the linear relation between the wall shear stress and slip velocity in Eq. (16.8) holds when the slip velocity is
smaller than the diffusion velocity of fluid monomers in contact with crystalline surfaces.

16.4.4 Friction coefficient and induced fluid structure
The fluid structure near flat solid walls is characterized by density layering perpendicular to the surface
and ordering of fluid monomers within the layers (Kaplan & Kauffmann, 2006). Examples of oscillatory
density profiles in a polymer melt near confining walls were presented in Figure 16.3. It is intuitively
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Figure 16.10 Themean square displacement of monomers in the first fluid layer at equilibrium (i.e. when both
walls are at rest) as a function of time for five systems listed in Table 16.1. The dashed lines indicate slopes of
1.0 and 0.67. Adapted from (Priezjev, 2010).
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Figure 16.11 A correlation between the characteristic slip time t∗s of the first fluid layer and the diffusion time td
of fluid monomers between nearest minima of the periodic surface potential. The error bars are about the
symbol size. The system parameters are listed in Table 16.1. The dashed line y= x is shown as a
reference. Adapted from (Priezjev, 2010).
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expected that enhanced fluid density layering normal to the surface (obtained, for example, by increasing
fluid pressure or wall-fluid interaction energy) would correspond to a larger friction coefficient at the
liquid-solid interface. However, this correlation does not always hold; for example, the amplitude of
fluid density oscillations near flat structureless walls might be large, but the friction coefficient is zero.
As emphasized in the original paper by Thompson and Robbins (1990), the surface-induced fluid
ordering within the first layer of monomers correlates well with the degree of slip at the liquid-solid
interface. The measure of the induced order in the adjacent fluid layer is the static structure factor, which
is defined as follows:

S(k) = 1
Nℓ

∣∣∣∣∑Nℓ

j=1

eik·rj
∣∣∣∣2 (16.9)

wherek is a two-dimensional wave vector, rj= (xj, yj) is the position vector of the jthmonomer, andNℓ= S(0)
is the number of monomers within the layer (Thompson & Robbins, 1990). The probability of finding fluid
monomers is greater near the minima of the periodic surface potential; and, therefore, the structure factor
typically contains a set of sharp peaks at the reciprocal lattice vectors. It is well established that the
magnitude of the largest peak at the first reciprocal lattice vector is one of the main factors that determines
the value of the slip length at the interface between flat crystalline surfaces and monatomic fluids
(Thompson & Robbins, 1990; Barrat & Bocquet, 1999; Priezjev, 2007; Priezjev, 2007a) or polymer melts
(Thompson et al. 1995; Niavarani & Priezjev, 2008; Priezjev, 2009; Priezjev & Troian, 2004).

Next, we discuss the influence of the wall-fluid interaction energy, wall lattice type and orientation, and
slip velocity on the structure factor computed in the first fluid layer. First, the effect of the wall-fluid
interaction energy is illustrated in Figure 16.12 for monatomic fluids in contact with the (111) plane of
the fcc wall lattice. The height of the surface-induced peaks in the structure factor is slightly larger at
higher surface energy. The magnitude of the peak in the shear flow direction is S(8.65σ−1, 0)= 0.98 for
εwf= 0.3ε and S(8.65σ−1, 0)= 1.06 for εwf= 0.4ε. Notice that the height of the circular ridge, which is
characteristic of short range order of fluid monomers, is larger than the amplitude of the induced peaks at
the main reciprocal lattice vectors. A similar trend in the height of the peaks in the structure factor was
observed previously for monatomic fluids near fcc walls with higher density ρw= 2.73σ−3 (Priezjev, 2007).

Figure 16.13 shows the structure factor computed in the first fluid layer for polymer melts with chains
N= 20 in contact with the (111) plane of the fcc wall lattice. As indicated by the horizontal arrows, the
shear flow is oriented along the [11�2] direction in Figure 16.13 (a) and parallel to the [1�10] direction in
Figure 16.13 (b). Due to the hexagonal symmetry of the (111) lattice plane, the structure factor exhibits
six peaks at the shortest reciprocal lattice vectors. Note that only two main peaks are present in the first
quadrant. The magnitude of the peaks is the same at small slip velocities. The lattice orientation with
respect to the shear flow direction determines the location of the main peaks.

Lastly, the effect of slip velocity on the magnitude of the substrate-induced peaks in the structure factor is
presented in Figure 16.14 for polymer chains in contact with the (001) plane of the bcc wall lattice. In the
case of small slip velocity Vs= 0.012σ/τ, the magnitude of the main peaks at the main reciprocal lattice
vectors G1= (6.18σ−1, 0) and G2= (0, 6.18σ−1) is the same [see Figure 16.14(a)]. With increasing slip
velocity, the height of the induced peak along the shear flow direction decreases significantly, whereas
the amplitude of the peak in the perpendicular direction is less affected by the slip velocity [see
Figure 16.14(b)]. More quantitatively, the velocity dependence of the main peaks in the structure factor
along with the contact density and temperature of the first layer are presented in Figure 16.15. This
behaviour is consistent with the density and temperature profiles reported in Section IIIA. Similar
conclusions were obtained in the previous study on slip flows in dense polymer films (Priezjev, 2009).
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Figure 16.13 Structure factor S(kx, ky) averaged in the first fluid layer for N= 20 polymer systems (a) 5 and
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Figure 16.12 Two-dimensional structure factor S(kx, ky) computed in the first fluid layer for N= 1 and U=
0.05σ/τ [systems (a) 19 and (b) 17 in Table 16.1]. The wall-fluid interaction energy is (a) εwf= 0.3ε and (b)
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the (111) face of the fcc wall lattice (open circles). Reprinted from (Priezjev, 2010).
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The correlation between surface-induced structure in the first fluid layer and the friction coefficient was
investigated previously for polymer melts with chains N= 20 confined by atomically flat walls (Niavarani
& Priezjev, 2008; Priezjev, 2009). The simulations were performed at fluid densities 0.86≤ ρσ3≤ 1.11 and
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Figure 16.14 Structure factor S(kx, ky) computed in the first fluid layer for N= 20 polymer system 12 (see
Table 16.1). The upper wall speed and slip velocity are (a) U= 0.05σ/τ and Vs= 0.012σ/τ, and (b) U=
2.0σ/τ and Vs= 0.51σ/τ respectively. The location of the main induced peak in the shear direction is
(6.18σ−1, 0). The horizontal arrows denote the shear flow direction with respect to the orientation of the
(001) face of the bcc wall lattice (open circles). Reprinted from (Priezjev, 2010).
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Figure 16.15 (a) Structure factor computed at the main reciprocal vectors of the bcc lattice G1= (6.18σ−1, 0)
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velocity Vs = Lsġ for polymer chains N= 20 (system 12 in Table 16.1). The same parameters at equilibrium
(i.e. when Vs= 0) are denoted by closed symbols.
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the wall density ρw= 1.40σ−3. It was found that the data for the friction coefficient at different shear rates
and fluid densities collapsed onto a master curve when plotted as a function of a variable S(0)/[S(G1)ρc],
where G1 is the first reciprocal lattice vector in the shear flow direction (Niavarani & Priezjev, 2008;
Priezjev, 2009). The collapse of the data holds at relatively small values of the friction coefficient k ≲
4ετσ−4 and for slip lengths larger than approximately 5σ. Although these results are promising, the
simulations were limited to a single wall density and the [11�2] orientation of the (111) plane of the fcc
wall lattice. Therefore, it is desirable to perform additional simulations in a more extended parameter range.

In the present study, a number of parameters that affect slippage at the liquid-solid interface have been
examined, that is, fluid and wall densities, polymer chain length, wall lattice type and orientation,
wall-fluid interaction energy, thermal and solid walls (see Table 16.1). We first consider the
linear-response regime where the friction coefficient weakly depends on the slip velocity (k/k*≳ 0.8 in
Figure 16.7). Figure 16.16 shows the ratio Ls/μ (an inverse friction coefficient) as a function of the
variable S(0)/[S(G1)ρc] computed in the first fluid layer for twenty systems listed in Table 16.1. In the case
when the shear flow direction is parallel to the [1�10] orientation of the fcc lattice [e.g., see Figure 16.13
(b)], the structure factor was computed at the shortest reciprocal lattice vector G1 aligned at an angle of 30°
with respect to the x̂ axis. The data in Figure 16.16 are well described by a power-law fit with the slope
1.13. Remember also that the amplitude of the main peaks in the structure factor and the contact density of
the first fluid layer are the same at equilibrium and small slip velocities (e.g. see Figure 16.15). Therefore,
the results in Figure 16.16 suggest that at the interface between simple or polymer fluids and crystalline
surfaces, the ratio of the slip length and fluid viscosity at low shear rates can be predicted from equilibrium
measurements of the structure factor and contact density of the first fluid layer. In other words, the value of
parameter k* in Eq. (16.8) is determined by the induced fluid structure in the first layer at equilibrium.

In Figure 16.17, we report the dependence of the friction coefficient (k= μ/Ls) on the structure factor and
contact density of the first fluid layer at all shear rates examined in this study. These results call for several
comments. Note that at higher shear rates the derivative of Ls/μ with respect to the variable S(0)/[S(G1)ρc]
for several systems listed in Table 16.1 deviates significantly from the slope 1.13, which is indicated by a
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Figure 16.16 Log-log plot of the ratio Ls/μ (in units σ4/ετ) as a function of the variable S(0)/[S(G1)ρc]
computed in the first fluid layer at low shear rates. The system parameters are listed in Table 16.1. The
dashed line y= 0.041x1.13 is the best fit to the data. Adapted from (Priezjev, 2010).
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straight line in Figure 16.17 (a). In addition, for any two systems with the same ρw and εwf, the ratio Ls/μ as
a function of S(0)/[S(G1)ρc] depends on the orientation of the fcc wall lattice with respect to the shear flow
direction. Although the data in Figure 16.17(b) are somewhat scattered, the results show the same trend;
namely, the friction coefficient decreases when the magnitude of the normalized peak in the structure
factor is reduced. The collapse of the data for Ls versus S(G1)/S(0) was reported by Thompson &
Robbins (1990) for monatomic fluids and crystalline walls when Ls ≲ 3.5σ and the boundary conditions
are rate independent. In the present study, the slip lengths are greater than about 5σ except for the
systems 13 and 16 where Ls≈ 3σ at low shear rates.

16.5 CONCLUSIONS
In summary, we investigated the dynamic behaviour of the slip length at interfaces between polymeric or
monatomic fluids and dense crystalline surfaces using molecular dynamics simulations. The polymer
melt was modelled as a collection of bead-spring linear flexible chains well below the entanglement
length. We considered shear flow conditions at relatively low fluid densities (pressures) and weak
wall-fluid interaction energies so that fluid velocity profiles are linear across the channel and slip lengths
are larger than several molecular diameters at all shear rates examined. The simulations were performed
for different wall and fluid densities, chain lengths, surface energies, lattice types, thermal or solid walls.
It was found that the slip length does not depend on the wall lattice orientation with respect to the flow
direction only at low shear rates, whereas the slip is enhanced at high shear rates when the flow direction
is parallel to the crystallographic axis of the substrate.

We reformulated the boundary conditions in terms of the friction coefficient at the liquid-solid interface
and slip velocity. It was shown that in the steady shear flow of either monatomic fluids or polymer melts, the
friction coefficient undergoes a transition from a constant value to the power-law decay as a function of the
slip velocity. The numerical results indicate that the characteristic velocity of the transition is determined by
the diffusion time of fluid monomers over the distance between nearest minima of the substrate potential. It
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Figure 16.17 Log-log plot of the ratio Ls/μ (in units of σ4/ετ) as a function of variables (a) S(0)/ [S(G1)ρc] and
(b)S(0)/S(G1) computed in the first fluid layer at all shear rates examined. The system parameters are given in
Table 16.1. The same data as in Figure 16.7. The black line with a slope 1.13 is shown for reference. Reprinted
from (Priezjev, 2010).
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was demonstrated that the friction coefficient at small slip velocities is a function of the magnitude of the
surface-induced peak in the structure factor and the contact density of the first fluid layer. These results
suggest that the value of the slip length in the low-shear-rate limit can be predicted from equilibrium
measurements of the induced structure in the first fluid layer. Future studies will show how general these
conclusions are and whether they hold for more realistic potentials or different thermostating procedures.
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