Effects of viscous heating and wall-fluid interaction energy on rate-dependent slip behavior of simple fluids
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Molecular dynamics simulations are used to investigate the rate and temperature dependence of the slip length in thin liquid films confined by smooth, thermal substrates. In our setup, the heat generated in a force-driven flow is removed by the thermostat applied on several wall layers away from liquid-solid interfaces. We found that for both high and low wall-fluid interaction (WFI) energies, the temperature of the fluid phase rises significantly as the shear rate increases. Surprisingly, with increasing shear rate, the slip length approaches a constant value from above for high WFI energies and from below for low WFI energies. The two distinct trends of the rate-dependent slip length are rationalized by examining $S(G_1)$, the height of the main peak of the in-plane structure factor of the first fluid layer (FFL) together with $D_{WF}$, which is the average distance between the wall and FFL. The results of numerical simulations demonstrate that reduced values of the structure factor, $S(G_1)$, correlate with the enhanced slip, while smaller distances $D_{WF}$ indicate that fluid atoms penetrate deeper into the surface potential leading to larger friction and smaller slip. Interestingly, at the lowest WFI energy, the combined effect of the increase of $S(G_1)$ and decrease of $D_{WF}$ with increasing shear rate results in a dramatic reduction of the slip length.
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I. INTRODUCTION

Over the past decades, experiments [1–5] and molecular dynamics (MD) simulations [6–13] have demonstrated that the traditional no-slip boundary condition (BC) does not necessarily hold in small-scale systems that involve either hydrophobic surfaces or high shear rates. Application of the slip BC, instead of no-slip BC, in numerical models remedies the singular or unphysical behavior of fluid in some situations, such as droplet spreading [14–17] and corner flows [18,19]. Also, for micro- and nanoscale flows, interfacial slip can significantly affect the fluid transport due to the large surface-to-volume ratio in such systems [20–22]. Recent studies have demonstrated that water flows through a carbon nanotube nearly without friction because of the extremely “large” slip [23,24]. The concept of slip length, originally introduced by Navier, is commonly used to quantify the degree of slip. By definition, the slip length is the distance with respect to the wall-fluid interface where the linearly extrapolated fluid velocity profile reaches the velocity of wall. Typical values of slip length observed in experiments on fluids over smooth nonwetting surfaces are of the order of ten nanometers [1–4]. Complimentary to the experimental approach, MD simulations [6–13] were extensively used to study the slip behavior, since this method provides the detailed information about structure and dynamics of fluids near solid interfaces at the atomic level.

The MD studies of interfacial slip can be broadly categorized in two types depending on the procedure for removing the heat generated in the sheared fluid, as discussed in detail by Yong and Zhang [25]. The first type of procedure [6,7,12,25,26] is to extract the heat directly from the fluid phase by applying a thermostat to fluid atoms. This thermostating strategy is referred to as TF (thermostat fluid). For TF, the wall model can be either rigid or flexible. When the flexible wall model is adopted, the thermostat is also applied to the wall atoms to ensure that the temperature of the system is properly controlled. The second type of procedure documented in the literature [9,27–31] involves the application of the thermostat only to the wall atoms; that is, the heat generated in the fluid is removed through the confining walls. This thermostat strategy is referred to as TW (thermostat wall), and, thus, only the flexible wall model can be used for TW.

The fluid temperature profiles strongly depend on the TF and TW protocols. In particular, for TF, the fluid temperature is spatially uniform and it remains nearly unchanged as shear rate increases. In contrast, for TW, the fluid temperature is usually distributed nonuniformly across the channel and it increases at higher shear rates due to viscous heating. The thermostating strategy of TW closely resembles a laboratory condition, and, thus, it is expected to produce more tenable slip behavior [28,32]. However, it has been shown that the rate-dependent slip in systems with TF protocol is consistent with the results using TW at low shear rates [25], which can be attributed to negligible viscous heating at low shear rates.

When TF procedure is applied at low shear rates, it has been demonstrated that the slip length is inversely correlated to the degree of structure in the first fluid layer (FFL) induced by the periodic wall lattice [33–35]. The first fluid layer consists of fluid atoms confined between the solid wall and the first minimum in the fluid density profile perpendicular to the wall. The degree of the surface-induced structure in the FFL mainly depends on the wall-fluid interaction (WFI) energy and the commensurability of liquid and solid structures at the interface. In general, lower WFI energy results in less pronounced structure of the FFL [10,33–35], while highly incommensurable structures of the liquid and solid phases at the interface reduce the ordering within the FFL [33]. The surface topography also affects the velocity slip behavior.
Thus, Zhang and Chen [36,37] carried out a series of MD simulations on this topic using TF strategy. They found that, in comparison with the atomically smooth surface, a rough surface induces extra viscous dissipation in the flow leading to reduction in boundary slip. Moreover, a more irregular topography decreases boundary slip even for the same statistical roughness height [37]. Previous MD studies [38–40] have also demonstrated that the topography of surface has a significant influence on the temperature jump, which in turn affects the velocity slip [29].

At high shear rates, the functional form of the rate-dependent slip length depends on the details of the MD simulation model and the thermostating procedure. The original MD study by Thompson and Troian [6] showed that, when TF is applied, the slip length increases as a power-law function of shear rate up to a critical value. The similar behavior of the slip length at high shear rates has been also observed in a number of MD studies using the TF strategy [7,10,12,41]. For example, when the WFI energy is relatively high, it was shown that the slip length increases linearly with shear rate [35], while generally the MD data for the rate-dependent slip length can be well fitted by a polynomial function [42]. On the other hand, other MD studies with thermal walls predicted that the slip length is saturated at high shear rates [9,27,43,44]. Using three methodologies, namely, MD simulations with TW, an analytical theory of slip, and a Navier-Stokes-based calculation, Martini et al. [28] determined that the slip length first increases and then approaches a constant value as the shear rate increases. Their results further indicate that the MD simulation model should accurately account for the heat transfer from the fluid phase to the solid walls at high shear rates. In other words, the TW strategy might be more appropriate to describe realistic slip behavior at high shear rates using MD simulations. Hence, the detailed analysis by Martini et al. [28] emphasized the inconsistency in the slip behavior at high shear rates.

Recently, Pahlavan and Freund [32] reported a counter-intuitive dependence of the slip length on shear rate using the TW strategy in MD simulations. More specifically, they found that the slip length decreases with increasing shear rate and asymptotes to the no-slip BC at high shear rates. One of the notable differences between the MD setups of Martini et al. [28] and Pahlavan and Freund [32], is the strength of the WFI. To address the contradictory results regarding the rate dependence of the slip length at high shear rates using the TW thermostat strategy, the effects of viscous heating, shear rate and WFI energy on the slip length have to be considered concomitantly.

In this paper, we examine the slip behavior in force-driven flows of simple fluids over smooth walls in the regime where viscous heating becomes important at high shear rates. It will be shown that the fluid temperature rises monotonically with increasing shear rate, which results in either decrease or increase of the slip length at low or high WFI energies. By examining $S(G_\text{f})$, the peak value of the in-plane structure factor of the FFL together with $D_{WF}$, the average distance between the wall and FFL, we will demonstrate that two distinct trends of the rate-dependent slip length originate from the combined influence of fluid temperature and shear rate on the parameters $S(G_\text{f})$ and $D_{WF}$ at high and low WFI energies.

The paper is organized as follows. The details of MD simulations are given in the next section. The representative velocity and temperature profiles at different shear rates and WFI energies are examined in Sec. III A. The effects of shear rate and viscous heating on the slip length and Kapitza thermal resistance length are discussed in Secs. III B and III C. The analysis of the surface-induced fluid structure in the adjacent fluid layer is presented in Sec. III D. The summary is provided in Sec. IV.

II. DETAILS OF MD SIMULATIONS

The MD simulation model consists of the monatomic fluid confined between stationary thermal walls (see as Fig. 1). The pairwise interaction between atoms was modeled by the truncated Lennard-Jones (LJ) potential:

$$E_{ij} = 4\varepsilon_{ij} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6},$$

where $E_{ij}$ is energy between atoms $i$ and $j$, and $\varepsilon$ and $\sigma$ are the characteristic energy and length of the LJ potential, respectively. Here, $\alpha$ and $\beta$ are types of atoms $i$ and $j$. The indices $\alpha\beta$ denote either fluid-fluid (FF), wall-fluid (WF), or wall-wall (WW), which correspond to the interaction between fluid atoms, between fluid and wall atoms, or between wall atoms. The LJ units defined by the intrinsic properties of the fluid phase: $m_{\text{FF}}, \varepsilon_{\text{FF}},$ and $\sigma_{\text{FF}}$ are used to express all physical units, and, in what follows, the subscripts will be omitted. The cutoff distance ($r_c = 2.5 \sigma$) of the LJ potential was used to improve the computational efficiency.

The width of channel is fixed $H = 28.78 \sigma$ along the $y$ axis and the lateral dimensions are set $L_x = L_z = 28.78 \sigma$. Periodic conditions are imposed along the $x$ and $z$ directions.
The density of fluid and wall are \( \sim 0.83\sigma^{-3} \) and \( \sim 2.76\sigma^{-3} \), respectively. To implement the so-called flexible wall model, the wall atoms were allowed to vibrate around their lattice sites. The characteristic energy and length of the LJ potential between wall atoms are \( \varepsilon_{WW} = 50\varepsilon \) and \( \sigma_{WW} = 0.7342\sigma \), respectively. The mass of wall atoms is \( m_W = 4.94m \). These parameters were chosen to ensure that the ratio of the root-mean-square displacement \( \sqrt{\langle \Delta u^2 \rangle} \) of the wall atoms and their nearest-neighbor distance \( (d) \) was smaller than the Lindemann criterion for melting \( \sqrt{\langle \Delta u^2 \rangle}/d \lesssim 0.15 \) \[32,33,45\] in all cases.

The top layer of the upper wall and the bottom layer of the lower wall were rigidly fixed during the entire simulation process to maintain the integrity of solid walls. These two layers are referred to as fixed layers (black squares in Fig. 1). The four layers adjacent to the fixed layer in each wall are referenced as thermostat layers (blue diamonds in Fig. 1). The other 15 wall layers in contact with the fluid phase are called free layers (green circles in Fig. 1).

The planar Poiseuille flow was induced by applying a constant external force \( F_x \) to each fluid atom in the +x direction. At the beginning of the simulation, the Nosé-Hoover thermostat was applied to the fluid atoms, thermostat layers, and free layers to equilibrate the system at the temperature of 0.75 \( \varepsilon/k_B \), where \( k_B \) is the Boltzmann constant. After additional 5 \( \times \) 10^6 MD time steps, the external force was applied to fluid atoms, and the thermostating of fluid atoms and free layers was canceled. Thus, the viscous heat generated within the fluid was removed by the thermostat layers. The time interval of 10^6 MD time steps was used to reach the steady Poiseuille flow. The fluid velocity and temperature profiles were averaged within slices of thickness \( \Delta y = 0.2\sigma \) for additional 2 \( \times \) 10^6 MD time steps. The same time interval was used to average the fluid velocity profile with thinner slices \( \Delta y = 0.02\sigma \). All MD simulations were carried out using the open-source LAMMPS MD code \[46\] with the time step \( \Delta t = 0.002\tau \), where \( \tau = \sqrt{(m\sigma^2/\varepsilon)} \) in the LJ time.

The slip length was computed using the relation \( L_S = v_s/\dot{\gamma} \), where \( v_s \) and \( \dot{\gamma} \) are the slip velocity and shear rate at the wall-fluid interface. The locations of the interfaces were defined at the lattice positions of the bottom layer of the upper wall and the top layer of the lower wall. The parameters \( v_s \) and \( \dot{\gamma} \) were determined by extrapolating a parabolic fit of the velocity profile in the central part (3.1\( \sigma \sim 25.7\sigma \)) of the channel to the locations of the wall-fluid interfaces.

The Kapitza resistance length \( (L_K) \) was also computed to quantify the thermal resistance between the fluid phase and solid walls; a parameter which is analogous to the slip length \[39,47,48\]. The Kapitza resistance length was calculated using \( L_K = T_J/T \), where \( T_J \) and \( T \) are the temperature jump and the temperature gradient at the wall-fluid interface. Both parameters, \( T_J \) and \( T \), were determined by extrapolating a fourth-order polynomial fit of the temperature profile in the central part (3.1\( \sigma \sim 25.7\sigma \)) of the channel to the wall-fluid interfaces. Note, that \( T_J = T_{FW} - T_W \), where \( T_{FW} \) is the extrapolated temperature of the fluid phase at the wall-fluid interface and \( T_W \) is the temperature of the bottom layer of the upper wall and the top layer of the lower wall.

### III. RESULTS AND DISCUSSION

#### A. Fluid velocity and temperature profiles

With increasing shear rate, the viscous heating effect in sheared fluids can be significant and the temperature profiles become spatially nonuniform \[12,25,32,47,49,50\]. For nanoconfined monatomic fluids, the velocity and temperature profiles in the central part of the channel are well described by the continuum fluid dynamics \[35,51\]. To remind, the solution of the Navier-Stokes and heat conduction equations for incompressible steady Poiseuille flow, with slip BC and the Kapitza thermal resistance, are given by

\[
v_s(y) = \frac{\rho F_x H^2}{2\mu} \left[ \frac{1}{4} - \left( \frac{y}{H} - \frac{1}{2} \right)^2 \right] + v_s,
\]

\[
T(y) = \frac{\rho^2 F_x^2 H^4}{12\lambda\mu} \left[ \frac{1}{16} - \left( \frac{y}{H} - \frac{1}{2} \right)^4 \right] + T_J + T_W
\]

where \( H \) is the channel height and \( T_W \) is the wall temperature \[52\]. Here, \( \mu \) and \( \lambda \) are the fluid shear viscosity and thermal conductivity, respectively.

Figure 2 shows representative velocity profiles in steady-state flow for four selected values of the external force \( F_x \). The data for the WFI energy \( \varepsilon_{WF} = 1.0\varepsilon \) and 0.3\( \varepsilon \) are presented only in a half of the channel because of the symmetry with respect to the mid-plane of the computational domain. As is evident, the fluid velocity profiles are well fitted by a parabola, as predicted by the continuum hydrodynamics \[see Eq. (2)\]. It can be clearly seen that the slip velocity \( v_s \) increases with the applied force for \( \varepsilon_{WF} = 1.0\varepsilon \) and 0.3\( \varepsilon \). The fluid slip velocity is larger for \( \varepsilon_{WF} = 0.3\varepsilon \) and relatively small values of the external force \( F_x \lesssim 0.2\varepsilon/\sigma \). By sharp contrast, larger slip is observed at interfaces with higher WFI energy (\( \varepsilon_{WF} = 1.0\varepsilon \)).

![FIG. 2. The velocity profiles \( v_s(y) \) for the indicated values of the applied force \( F_x \) for the wall-fluid interaction energies \( \varepsilon_{WF} = 1.0\varepsilon \) (left) and 0.3\( \varepsilon \) (right). The solid curves represent a parabolic fit to the MD data in the central part of the channel (3.1\( \sigma \sim 25.7\sigma \)). The vertical dashed lines denote the location of wall-fluid interfaces at \( y = 0\sigma \) and \( y = 28.78\sigma \).](image-url)
and larger external forces $F_x = 0.3 \varepsilon / \sigma$ and $0.5 \varepsilon / \sigma$. A more detailed analysis of the slip behavior for different flow conditions and WFI energies will be presented in the next section.

The viscous heating and the rate of the heat removal at different external forces and WFI energies determine fluid temperature profiles in steady state. For example, Fig. 3 shows the corresponding temperature profiles in steady flow for the same values of the external force $F_x$ as in Fig. 2. Similarly, the data for WFI energies $\varepsilon_{WF} = 1.0 \varepsilon$ and $0.3 \varepsilon$ are also presented only in a half of the channel because of the symmetry. The temperature profiles, except near interfaces, are well described by a fourth-order polynomial, as expected from the continuum predictions [see Eq. (3)]. Note that the fluid temperature near the walls slightly increases and deviates from the theoretical prediction, which was also observed in the previous study [53].

Furthermore, it can be observed in Fig. 3 that the fluid temperature profiles are nearly flat at $F_x = 0.01 \varepsilon / \sigma$ for $\varepsilon_{WF} = 1.0 \varepsilon$ and $0.3 \varepsilon$, indicating that viscous heating is not significant at low shear rates. As $F_x$ increases, the average temperature of the fluid increases and nonlinearity of the temperature profiles becomes more pronounced. In other words, viscous heating in the sheared fluid increases with the external force in both cases $\varepsilon_{WF} = 1.0 \varepsilon$ and $0.3 \varepsilon$. A reduced $\varepsilon_{WF}$ leads to a more significant viscous heating since the Kapitza thermal resistance is expected to be larger at lower WFI energies [39,47,48]. However, at $F_x = 0.5 \varepsilon / \sigma$, the temperature profiles are nearly the same for $\varepsilon_{WF} = 1.0 \varepsilon$ and $0.3 \varepsilon$ (see Fig. 3). These results suggest that the WFI strength and the external force, and the corresponding shear rate, have a nontrivial combined effect on the Kapitza thermal resistance, which will be discussed in more detail below.

We note that the average temperature of the fluid increases from $\sim 0.90 \varepsilon / k_B$ to $\sim 36 \varepsilon / k_B$ as $F_x$ increases from $0.01 \varepsilon / \sigma$ to $0.5 \varepsilon / \sigma$ at different WFI energies. A similar increase in the fluid temperature at high shear rates was also observed in the previous MD studies using the TW thermostating strategy [12,29,49,50]. In contrast, the average temperature of the solid walls increases from $\sim 0.75 \varepsilon / k_B$ to $\sim 2.0 \varepsilon / k_B$, while it should be emphasized that they remain rigid for all flow conditions considered in the present study. The significant variation of the fluid temperature affects the state of the fluid on the phase diagram. Below, we include a comment on this issue.

By modifying the 33-parameter Benedict-Webb-Rubin (MBWR) equation, Nicolas et al. [54] have developed an equation of state for the LJ fluid. Later, Johnson et al. [55] improved the equation of Nicolas et al. [49] using more accurate MD simulation results. Using the MBWR equation of Johnson et al. [55] and the Maxwell construction, Cosden [56] numerically calculated the liquid-vapor coexistence (binodal) curve, which was plotted along with the spinodal curve in the density-temperature phase diagram [57]. In our study, the bulk density and the average temperature of the fluid are $\sim 0.83 \sigma^{-3}$ and $\sim 0.90 \varepsilon / k_B$ at the lowest shear rate for different WFI energies. According to the phase diagram of Cosden, the phase state of fluid at these conditions is clearly above the coexistence curve and below the critical point, indicating that the fluid is a stable liquid [58]. As the shear rate increases, the average temperature of fluid increases significantly, while the variation of the fluid bulk density is less than $0.05 \sigma^{-3}$. Thus, when the average fluid temperature $T_{av}$ increases but remains below the temperature of the critical point $T_C$ ($\sim 1.3 \varepsilon / k_B$), the state of fluid remains a stable liquid [58]. As $T_{av}$ increases above $T_C$ with increasing shear rate, the state of fluid enters into the supercritical fluid-phase region on the phase diagram [58].

The dramatic increase of the average fluid temperature with increasing shear rate influences the fluid viscosity, which might also depend on the position relative to the walls. In a forced-driven flow, the viscosity of the fluid at different locations along the $y$-axis can be computed using the following equation:

$$\mu(y_1) = \mu(y_2) = \frac{F_x \Delta y A \sum_{i=1}^{5} \theta_i}{(y_1 + y_2) A},$$

(4)

where $\Delta y$ is the thickness of a slice parallel to the lattice plane, $A$ is the area of simulation domain in the $xz$ plane. Here, $y_1$ and $y_2$ are shear rates of the fluid phase at $y_1$ and $y_2$, respectively. The locations $y_1$ and $y_2$ are symmetrical with respect to the midplane of the fluid phase whose $y$ coordinate can be set at the center of the channel, i.e., at $14.39 \sigma$. In our calculations, $y_1$ increases from $3.1 \sigma$ to $11.9 \sigma$ in slices of thickness $0.2 \sigma$, and correspondingly, $y_2$ decreases from $25.7 \sigma$ to $16.9 \sigma$. For given external force and WFI energy, it can be seen from Fig. 3 that the temperature profile of the fluid is nearly flat in the center of channel, which means the shear viscosity is position independent in the center of channel. Therefore, the shear viscosity was evaluated in the region where the nonlinearity of the temperature profiles is pronounced. In our flow geometry, the shear viscosity $\mu$ was evaluated in 45 adjacent slices parallel to walls.

Figure 4 shows the average values of $\mu$ for different external forces and WFI energies. To make a comparison with the results of the previous study [49], the data in Fig. 4 are plotted as a function of the interfacial shear rate $\gamma$ for each $\varepsilon_{WF}$. The error bars represent the standard deviation of 45 values of $\mu$ at each $\varepsilon_{WF}$. It can be clearly seen that the values of the standard deviation are small in comparison with the average values of $\mu$. In contrast, the average temperature of the solid walls increases from $\sim 0.75 \varepsilon / k_B$ to $\sim 2.0 \varepsilon / k_B$, while it should be emphasized that they remain rigid for all flow conditions considered in the present study. The significant variation of the fluid temperature affects the state of the fluid on the phase diagram. Below, we include a comment on this issue.
Thus, the shear viscosity of the LJ fluid at high temperatures is mainly governed by the repulsive part of the LJ potential \[60\]. At higher shear rates, the temperature of the fluid state on the phase diagram. As discussed above, at a given \(\epsilon\), the shear viscosity is dominated by attractive LJ forces \[59,60\]. Therefore, the viscosity of the fluid does not depend on the location of the averaging bin inside the channel for given values of \(\dot{\gamma}\) (or external force) and \(\epsilon_{WF}\). In other words, the fluid shear viscosity is spatially uniform for given values of \(\dot{\gamma}\) (or external force) and \(\epsilon_{WF}\). At a given \(\epsilon_{WF}\), the fluid viscosity is negatively (positively) correlated with the interfacial shear rate \(\dot{\gamma}\), when \(\dot{\gamma}\) is smaller (larger) than \(\sim 0.3\tau^{-1}\), respectively. A similar relationship between the fluid viscosity and interfacial shear rate was also reported in the previous study \[49\].

The influence of \(\dot{\gamma}\) on the fluid viscosity can be understood by considering the fluid temperature and the corresponding fluid state on the phase diagram. As discussed above, at low interfacial shear rates, the fluid is in a liquid state whose viscosity is dominated by attractive LJ forces \[59,60\]. Thus, with increasing shear rate, higher temperatures result in smaller sizes of coherent groups of atoms because of the increased agitation of individual atoms, and, consequently, there is less resistance to deformation in the liquid, i.e., smaller viscosity \[59\]. At higher shear rates, the temperature of the fluid increases significantly and the momentum transport is mainly governed by the repulsive part of the LJ potential \[60\]. Thus, the shear viscosity of the LJ fluid at high temperatures is similar to that of the soft-sphere system, i.e., \(\mu \sim \rho T^{5/12}\) \[60\]. Therefore, the increase in the fluid temperature leads to larger fluid viscosity at high shear rates. Taken together, the shear viscosity first decreases and then increases with increasing shear rate and, as a result, fluid temperature, i.e., the minima appear in the dependence of viscosity as a function of shear rate, as shown in Fig. 4.

As shown in Fig. 4, at \(\dot{\gamma} \lesssim 0.3\tau^{-1}\), i.e., relatively low shear rates, the fluid viscosity is smaller for lower \(\epsilon_{WF}\) at a given \(\dot{\gamma}\) because lower WFI results in higher temperature of the fluid (see Fig. 3). At \(\dot{\gamma} \gtrsim 0.3\tau^{-1}\), the shear viscosity is nearly the same for \(\epsilon_{WF} \gtrsim 0.3\epsilon\) for a given \(\dot{\gamma}\) because of the negligible difference in the fluid temperature in these cases [Figs. 3 and 6(a) presented in Sec. III C]. For \(\epsilon_{WF} = 0.005\epsilon\), the fluid viscosity is smaller than for \(\epsilon_{WF} = 1.0\epsilon \sim 0.3\epsilon\) at both low and high shear rates due to the lower fluid temperature [see Fig. 6(a) presented in Sec. III C]. Another contributing factor leading to smaller values of the shear viscosity in the case \(\epsilon_{WF} = 0.005\epsilon\) is that the FFL is displaced closer to the walls, which effectively increases the channel height and, consequently, reduces viscosity \[13\].

B. The rate-dependence of the slip length for high and low WFI energies

Figure 5(a) shows the slip length \(L_S\) as a function of the interfacial shear rate \(\dot{\gamma}\) for different WFI energies \(\epsilon_{WF}\). It is clearly seen that in all cases the slip length depends strongly on shear rate. However, the relationships between the slip length and shear rate show opposite trends for high and low WFI energies. Thus, for high WFI energies \(\epsilon_{WF} = 1.0\epsilon\) and \(0.9\epsilon\), the slip length saturates asymptotically to a constant value. At \(\dot{\gamma} \lesssim 1.0\tau^{-1}\), the slip length is larger for \(\epsilon_{WF} = 0.9\epsilon\) than for \(\epsilon_{WF} = 1.0\epsilon\) for a given value of the interfacial shear rate, while at higher shear rates, \(\dot{\gamma} \gtrsim 1.0\tau^{-1}\), the slip length is nearly the same for \(\epsilon_{WF} = 0.9\epsilon\) and \(1.0\epsilon\). A similar positive correlation between the slip length and shear rate was also observed in thin films of n-decane confined by solid walls with the WFI energy of about 3.0e when the TW thermostat was used in the Couette cell \[28\].

As shown in Fig. 5(a), a similar positive correlation emerges at low WFI energies \(\epsilon_{WF} = 0.5\epsilon\) and \(0.3\epsilon\); namely, the slip length decreases monotonically with increasing interfacial shear rate. Moreover, the slip length decreases faster at \(\epsilon_{WF} = 0.5\epsilon\) than at \(\epsilon_{WF} = 0.3\epsilon\). Note that at \(\dot{\gamma} \lesssim 0.5\tau^{-1}\), the slip length is larger at the lower WFI energy [see Fig. 5(a)]. This behavior is intuitively expected since interfaces with lower WFI energies result in larger slip lengths, if the WFI is sufficiently strong \[13\]. However, as shown in Fig. 5(a), the slip length can be smaller at lower WFI energies at very high shear rates. For example, for \(\epsilon_{WF} = 0.5\epsilon\), the slip length is smaller than for \(\epsilon_{WF} = 1.0\epsilon\) at \(\dot{\gamma} \lesssim 0.5\tau^{-1}\) [see Fig. 5(a)].

In the case of the lowest WFI energy, \(\epsilon_{WF} = 0.005\epsilon\), the decay rate of the slip length is the largest and \(L_S\) asymptotes to a small but non-zero value (\(\sim 0.34\sigma\)). It is interesting to note that the slip length is smaller for \(\epsilon_{WF} = 0.005\epsilon\) than for \(\epsilon_{WF} = 0.3\epsilon\) in the range of accessible shear rates, which is different from the cases \(\epsilon_{WF} = 0.3\epsilon\) and \(\epsilon_{WF} = 0.5\epsilon\). This behavior is consistent with the results reported for the fluid velocity profiles in Fig. 2 for high and low WFI energies. Note also that the slip length is smaller for \(\epsilon_{WF} = 0.3\epsilon\) than for \(\epsilon_{WF} = 0.5\epsilon\) at \(\dot{\gamma} \gtrsim 0.5\tau^{-1}\) [see Fig. 5(a)].

As shown in Fig. 4, at \(\dot{\gamma} \lesssim 0.3\tau^{-1}\), i.e., relatively low shear rates, the fluid viscosity is smaller for lower \(\epsilon_{WF}\) at a given \(\dot{\gamma}\) because lower WFI results in higher temperature of the fluid (see Fig. 3). At \(\dot{\gamma} \gtrsim 0.3\tau^{-1}\), the shear viscosity is nearly the same for \(\epsilon_{WF} \gtrsim 0.3\epsilon\) for a given \(\dot{\gamma}\) because of the negligible difference in the fluid temperature in these cases [Figs. 3 and 6(a) presented in Sec. III C]. For \(\epsilon_{WF} = 0.005\epsilon\), the fluid viscosity is smaller than for \(\epsilon_{WF} = 1.0\epsilon \sim 0.3\epsilon\) at both
Figure 5(b) shows the same data for the slip length but replotted as a function of the WFI energy for the indicated values of $F_x$. In the present study, the value of $\varepsilon_{\text{CR}}$ was not determined accurately since only 5 different values of the WFI energy were considered. However, the qualitative trends of $\varepsilon_{\text{CR}}$ dependence on the external force and fluid temperature can be easily deduced from the limited data. Following the conclusions from Ref. [13], it can be seen in Fig. 5(b) that the magnitude of $\varepsilon_{\text{CR}}$ is smaller than 0.3 for the case of $F_x = 0.03 \sigma/\varepsilon$. As $F_x$ increases to 0.2 $\sigma/\varepsilon$, the slip length is maximum when $\varepsilon_{\text{WF}} \sim 0.5 \varepsilon$, and, hence, the value of $\varepsilon_{\text{CR}}$ should be greater than 0.5 $\varepsilon$ [see Fig. 5(b)]. In the case of the largest external force $F_x = 0.5 \sigma/\varepsilon$, the slip length decreases monotonically as WFI decreases from 1.0 to 0.005, indicating that $\varepsilon_{\text{CR}}$ is greater than 1.0 $\varepsilon$. Therefore, we conclude that the critical value $\varepsilon_{\text{CR}}$ increases with increasing external force, which in turn leads to higher fluid temperature in the MD setup with the TW strategy used in the present study. The relationship between $\varepsilon_{\text{CR}}$ and the fluid temperature is consistent with the previous findings [13] that the positive correlation between $\varepsilon_{\text{CR}}$ and the fluid temperature originates from the fact that the FFL is displaced closer to the wall at higher $T$.

C. Viscous heating at different interfacial shear rates and WFI energies

We next perform a detailed analysis of the viscous heating effect when the shear rate increases at different WFI energies

![Graph showing variation of slip length as a function of shear rate and interfacial energy](image1.png)

![Graph showing temperature jump and Kapitza thermal resistance versus shear rate and interfacial energy](image2.png)
by examining the average fluid temperature \( T_{\text{ave}} \) and the Kapitza thermal resistance length \( L_K \). It can be seen in Fig. 6(a) that \( T_{\text{ave}} \) increases dramatically at higher shear rates indicating that significant viscous heating occurs in the sheared fluid. At different WFI energies, \( L_K \) decreases monotonically as the interfacial shear rate increases [see Fig. 6(b)], which indicates that the efficiency of thermal transport between the fluid and wall becomes higher with increasing viscous heating, i.e., the average temperature of the fluid.

At relatively low interfacial shear rates, such as \( \dot{\gamma} \approx 0.04 \tau^{-1} \), \( T_{\text{ave}} \) increases as the WFI energy decreases from 1.0\( \varepsilon \) to 0.3\( \varepsilon \) [see Fig. 6(b)]. This behavior is consistent with the observation that \( L_K \) is larger at lower WFI energies, which demonstrates that the lower WFI energy results in less efficient thermal transport between the fluid and wall. Furthermore, as the interfacial shear rate increases, the differences in \( T_{\text{ave}} \) and \( L_K \) at different WFI energies (\( \varepsilon_{WF} = 1.0 \varepsilon \sim 0.3 \varepsilon \)) become reduced. In particular, at higher shear rates, \( \dot{\gamma} \approx 1.6 \tau^{-1} \) or \( 1.8 \tau^{-1} \), such differences in \( T_{\text{ave}} \) and \( L_K \) are negligible for \( \varepsilon_{WF} = 1.0 \varepsilon \sim 0.3 \varepsilon \). This behavior is consistent with the results reported Fig. 3 that the fluid temperature profiles are the approximately same at large external forces.

In the case of the lowest WFI energy \( \varepsilon_{WF} = 0.005 \varepsilon \), the average fluid temperature increases slower with increasing shear rate than in the other cases of WFI energy [see Fig. 6(a)]. Correspondingly, the Kapitza thermal resistance length decreases faster with increasing shear rate for \( \varepsilon_{WF} = 0.005 \varepsilon \). In contrast to the cases \( \varepsilon_{WF} = 1.0 \varepsilon \sim 0.3 \varepsilon \), both \( T_{\text{ave}} \) and \( L_K \) are smaller at high shear rates \( \dot{\gamma} \approx 1.6 \tau^{-1} \) or \( 1.8 \tau^{-1} \) for \( \varepsilon_{WF} = 0.005 \varepsilon \). We finally comment that the reported rate dependence of \( T_{\text{ave}} \) and \( L_K \) is related to the relatively low values of the fluid viscosity for \( \varepsilon_{WF} = 0.005 \varepsilon \) (shown in Fig. 4).

D. The analysis of the fluid structure near solid walls

In this section, the two opposite trends of the rate-dependent slip length are analyzed by examining the influence of the viscous heating effect on the properties of the FFL at different interfacial shear rates and WFI energies.

In general, the velocity slip in fluid flows over flexible walls can be strongly influenced by the lattice structure and the relative position of the FFL with respect to the adjacent wall layer. The lattice structure and WFI strength determine the potential energy landscape that induces a higher-order structure in the FFL, which in turn is found to be inversely correlated with the slip length [10,12,32–34,45]. The location of the FFL is also correlated with the slip length as it reflects the strength of the coupling between fluid and solid phases [32,45]. In the present study, the lattice structure of confining walls remains unchanged for all flow conditions. However, for a given WFI energy, the fluid temperature in contact with solid walls increases significantly at high shear rates, which affects the induced order within the FFL. In addition, the increase in fluid temperature, and, therefore, fluid pressure, leads to the displacement of the FFL closer to the adjacent wall layer. This effect becomes especially pronounced at low WFI energies [13,32]. As a result, the fluid atoms in the FFL penetrate slightly deeper into the wall structure leading to larger friction and, consequently, reduced slip [61].

The induced structure in the FFL can be quantitatively measured using the concept of the in-plane static structure factor, \( S(k) \). It has been demonstrated in the previous MD studies [10,12,32–34,45] that the slip length is inversely correlated with the magnitude of the main peak of the in-plane static structure factor of the FFL, \( S(G_1) \), where \( G_1 \) is the shortest reciprocal-lattice vector. The in-plane static structure factor is given by [33,45]

\[
S(k) = \frac{1}{N} \left| \sum_{j} e^{i k \cdot r_j} \right|^2,
\]

where \( r_j = (x_j, z_j) \) is the two-dimensional position vector of the \( j \)th atom and the sum is taken over \( N \) atoms within the FFL. Here, \( k = (k_x, k_z) \) is the reciprocal vector parallel to the walls. In a finite system, the components of the vector \( k \) are restricted to integer multiples of \( 2\pi / L \), where \( L \) is the system size in the \( x \) and \( z \) directions [52]. Thus, the larger the system size, the smaller the values of \( k_x \) and \( k_z \) can be.

The quantity \( S(G_1) / S(0) \) depends on the system size and the number of atoms. In our simulations, the average number of fluid atoms in the FFL depends on the fluid temperature and WFI energy. Therefore, the size-independent quantity \( S(G_1) / S(0) \), averaged over \( 100 \tau \), was used in our analysis to correlate the fluid structure with the slip length. In addition, we measured how close, on average, the fluid atoms are located near the solid wall by computing the distance between the time-averaged center-of-mass (COM) of the FFL and the innermost wall layer, \( D_{WF} \).

Figures 7(a) and 7(b) shows the variation of \( S(G_1) / S(0) \) and \( D_{WF} \) as a function of the interfacial shear rate for different WFI energies. We first discuss the correlation between \( S(G_1) / S(0) \), \( D_{WF} \) and the slip length at high WFI energies. For \( \varepsilon_{WF} = 1.0 \varepsilon \) and 0.9\( \varepsilon \), the surface-induced structure in the FFL, \( S(G_1) / S(0) \), decreases significantly as the interfacial shear rate increases from 0.045\( \tau^{-1} \) to 1.8\( \tau^{-1} \) [see Fig. 7(a)]. At the same time, \( D_{WF} \) remains nearly shear-rate-independent for \( \dot{\gamma} \lesssim 0.5 \tau^{-1} \). These results imply that the increase in fluid temperature is not sufficiently large to displace the FFL towards the walls because of the relatively steep surface potential at high WFI energies. Therefore, it can be concluded that, as the shear rate increases up to \( \dot{\gamma} \lesssim 0.5 \tau^{-1} \), the decrease in \( S(G_1) / S(0) \) correlates inversely with increasing slip length, which is consistent with the previous MD results [33–35]. At \( \dot{\gamma} \gtrsim 0.5 \tau^{-1} \), \( D_{WF} \) decreases slightly with increasing shear rate because of the very high fluid temperature, which counterbalances the influence of the reduced structure \( S(G_1) / S(0) \) on the slip length. As a consequence, the rate of the slip length increase becomes slower at \( \dot{\gamma} \gtrsim 0.5 \tau^{-1} \), and \( L_S \) asymptotes to a constant value at high shear rates [see Fig. 5(a)].

At the lower WFI energy \( \varepsilon_{WF} = 0.5 \varepsilon \), \( S(G_1) / S(0) \) decreases more slowly with increasing shear rate than in the cases \( \varepsilon_{WF} = 1.0 \varepsilon \) and 0.9\( \varepsilon \). As shown in Fig. 7(a), at \( \varepsilon_{WF} = 0.3 \varepsilon \), \( S(G_1) / S(0) \) is nearly shear-rate-independent. Therefore, the variation of \( S(G_1) / S(0) \) with increasing shear rate cannot explain the negative correlation between the slip length and the external force or the interfacial shear rate [see Fig. 5(a)]. Instead, the increase in pressure due to high fluid temperature causes the displacement of the FFL towards the wall because...
of the relatively soft surface potential at low WFI energies. As shown in Fig. 7(b), $D_{WF}$ decreases with increasing interfacial shear rate for $\varepsilon_{WF} = 0.5\varepsilon$ and $0.3\varepsilon$. Note also that this trend becomes more evident in the case of the lower WFI energy, $\varepsilon_{WF} = 0.3\varepsilon$, where $D_{WF}$ decreases faster with increasing shear rate than for $\varepsilon_{WF} = 0.5\varepsilon$, because of the softer surface potential. As discussed above, smaller values of $D_{WF}$ reflect the fact that fluid atoms, on average, penetrate deeper into the adjacent wall layer causing larger friction between the fluid and wall. Thus, the decrease in $D_{WF}$ results in the negative correlation between the slip length and the interfacial shear rate at low WFI energies as shown in Fig. 5(a).

In the case of the lowest WFI energy, $\varepsilon_{WF} = 0.005\varepsilon$, it can be observed in Fig. 7(a) that the structure factor $S(G_1)/S(0)$ is relatively small, and it is nearly the same as in the case $\varepsilon_{WF} = 0.3\varepsilon$ at the low shear rate $\dot{\gamma} \approx 0.045\tau^{-1}$. However, $S(G_1)/S(0)$ increases quickly with increasing shear rate at $\varepsilon_{WF} = 0.005\varepsilon$, which is markedly different from the case $\varepsilon_{WF} = 0.3\varepsilon$. It was previously shown that the FFL is displaced closer to the wall with increasing fluid temperature at the lowest value of the WFI energy $\varepsilon_{WF} = 0.005\varepsilon$ [13]. This behavior is consistent with the distinct negative correlation between $D_{WF}$ and $\dot{\gamma}$ at $\varepsilon_{WF} = 0.005\varepsilon$ [shown in Fig. 7(b)]. Altogether, the positive correlation $S(G_1)/S(0) \sim \dot{\gamma}$ and the negative correlation $D_{WF} \sim \dot{\gamma}$ both contribute to the decay of the slip length with increasing $\dot{\gamma}$ for $\varepsilon_{WF} = 0.005\varepsilon$ [see Fig. 5(a)].

### IV. CONCLUSIONS

In summary, the effect of viscous heating on liquid slip over smooth surfaces with high and low WFI energies was studied using molecular dynamics simulations. The monatomic fluid was adopted to model a planar Poiseuille flow induced by a constant force. In steady-state flow, the heat in the fluid phase was removed by the thermostat applied to several layers within the solid walls, thus leaving unaffected the dynamics of wall and fluid atoms at interfaces. The values of interfacial shear rate and slip length were computed from the parabolic fits of the velocity profiles.

It was shown that the average fluid temperature rises significantly as the shear rate increases for both high and low WFI energies. Moreover, with increasing shear rate, the slip length asymptotes to a constant value from below (above) for high (low) WFI energies. These trends were analyzed by examining the influence of fluid temperature and shear rate on $S(G_1)/S(0)$, the normalized main peak of the in-plane structure factor of the FFL, and $D_{WF}$, the distance between the wall and FFL. We found that slip is enhanced when $S(G_1)/S(0)$ is reduced, while smaller values of $D_{WF}$ imply that fluid atoms penetrate deeper into adjacent wall layer resulting in larger interfacial friction and, consequently, smaller slip lengths.

More specifically, at high WFI energies and low shear rates, $S(G_1)/S(0)$ decreases quickly with increasing shear rate, but $D_{WF}$ remains unchanged despite increasing fluid temperature, which altogether leads to the positive correlation between slip length and shear rate. At very high shear rates, the fluid temperature is extremely high so that $D_{WF}$ decreases slightly with increasing shear rate, which counterbalances the influence of the reduced parameter $S(G_1)/S(0)$ on slip length. As a consequence, the slip length increases slowly at very high shear rates and high WFI energies. In contrast, at low WFI energies, the increase in shear rate, which is accompanied by rising fluid temperature, does not affect $S(G_1)/S(0)$ significantly. On the other hand, $D_{WF}$ decreases monotonically with increasing shear rate. Therefore, the slip length correlates negatively with increasing shear rate at low WFI energies. Notably, in the case of the lowest WFI energy, the increase of $S(G_1)/S(0)$ and, at the same time, decrease of $D_{WF}$ with shear rate result in the sharp decrease of the slip length. These findings open perspectives for modeling complex systems with combined effects of rate dependence, viscous heating and wettability.
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