Section 6.2: Orthogonal Sets

Definition. A set of vectors {uy, ua, ..., 1, } is said to be an orthogonal set if each vector
is orthogonal to others, i.e., @; L ; for any i # j.

Example 6.2.1. Show that (a) in R", the standard basis {é}, é, ..., €, } is an orthogonal
set, and (b) the following set is an orthogonal set:

3 -1 -1
ﬁl - 1 y 1_1:2 - 2 y 17:3 - —4
1 1 7

3 —1

i iy=[1] -] 2| =0
St

U s = |1 -|-4] =0
[—1 -1

iy -ils= | 2|-|=4| =0,
1] |7

Theorem. Any orthogonal set is linearly independent.
Proof. Suppose {u;, Uy, ..., U, } is an orthogonal set, and suppose

leljl + 621,_[:2 + ...+ Cp'ljp = 6
We dot-multiplying @; on both sides of the equation and obtain

]

Definition. A basis of a subspace is said to be an orthogonal basis if it is an orthogonal
set.

Theorem. Let B={uy,us,...,u,} be an orthogonal basis for a subspace W. Then, for
each w € W, its coordinate [w], relative to this orthogonal basis can be expressed as

€1
- C2 weu; o
[W] = S G= oo 1=1,2,....p. (1)
: ]
Cp
In other words,
W = c1ty + colly + ... + Cpllp, (2)
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Proof. Consider expression (2). All we need to do is to derive formula for ¢; in (1). To this
end, we dot-multiply (2) by u; :

w - ﬁl = (Clﬁl + 027,_[2 + ...+ Cpﬁp) : ﬁl = Ciﬁi *Uj

since u; - U; = 0 unless j = 1. It follows that

— — — d : UZ
W - U = CU; » Uy — Cizw.
]
Example 6.2.2. We know from Example 1 that
3 -1 -1
171 = 1 N 1_6'2 - 2 y 63 - —4
1 1 7
form an orthogonal basis for 3. Find the coordinate of
6
w= |1 relative to this basis.
-8

Solution. Note that if the basis were not orthogonal, then we have to proceed as follows:
solving linear system:
Clﬁl + C2 ’27:2 + Cgﬁg =

or
3 =1 —1| |a 6
1 2 —4| |e| =11
1 1 7 C3 -8

Since the basis is indeed orthogonal, we use formula (1):
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[w]{ﬁl,ﬁg,ﬁg} =

Orthogonal Projections.
Given a vector @, the orthogonal projection of ¢ onto #, denoted by y =Projz (), is

defined as the vector parallel to « such that
y=9+2, ZL1du y//u

Since ¢ is parallel to 4, we have § = au. Hence

- = — — - g.ﬁ
y-u=(ai+2) - u=al U= a=5—
- U
- L (y-u) L
Proj; (v) = = 3
rojg () = o = (%) )

In general, for any given subspace W, § =Projw (¢/) is defined as the vector in W such

that
(—9) LW

In other words, any vector ¥ can be decomposed into two components: one is the projection
g on W (which is in W) and another component perpendicular to W. Suppose that W has
an orthogonal basis B={u, U, ..., 4, } . Then we may write, since y € W,

(_)) = 01171 + 0262 + ...+ Cpﬁp

y = Projw (y
Y=0+7Z=c +cotig+... +cpip+2, Z LW
By dot-multiplying by ;, we find
Y- u;

— —
— —

g 1_[@':(Clﬁl‘i‘CQﬁQ‘i‘...‘i‘Cpﬁp‘i‘Z) UZ:CZI_I:ZTL:>CZ: =

Therefore,
U = Projw () = c1tly + catia + ... + ¢plly, ¢ = e

Example 6.2.3. Let



From Example 1 above, we know that #; and s form an orthogonal basis for W = Span {1, Us} .
Find (a) Projg, (¥), (b) Projz, (¢) , (c) Projw (7).
Solution. (1) By (3),

Projg (4) = y i glzw 1 _8 1
1 iy - o 1
(2) Analogously,
g —1 —1]
: —2+6-1 3
Proja, (§) = (&) = 2T | =2 |2
U2 * U2 \/6 1 6 1
(3) Using (4) and answer from part (1) & (2)
g'ﬁ g.ﬁ 8 -3 3 _1
Projw (i) = { 57 ) @ ) ity = Projs, (§) + Proja, (1) = — |1| + —= | 2
rojw (¥) (ﬁl.ﬁ1>u1+ (%_%)W roju (§) + Proju, (§) = 1 G ;

We conclude from this example that, in general, suppose that W has an orthogonal

basis B={u1, iz, ..., Uy} . Then
Projw (y) = Proja, () + Projg, (i) + ... + Projg, (9) .

Definition. A set B={i;, Uy, ..., 1, } is said to be an orthonormal set if it is an orthogonal

set and if each vector is a unit vector, i.e.,
L 1 if i=y
G =05 = if i

Example 6.2.4. Show that

. 1 :1)’ . 1 _21 S 1 _le
U = — s Uy = —— s Uy = —— —
SRV T I RV PV66 | -

form an orthonormal set.
Solution. Direct computation show
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Theorem. Let U = [uy, Ua, ..., U] be a n X n matrix with columns 1, Us, ..., i@,. Suppose
that the columns of U form an orthonormal set. Then
Ut=U"T, ie, UUT =UTU = 1I.
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We call it orthonormal matrix.
Proof. We observe that U may be written as

Uil U2 ... Uip Uy
U21 U2 ... Ugp oo - - U2j
U= = |U1, U3, aun]a U; =
Unpl Up2 ... Upp unj
. — T .
and since (41)" = [u11, Us1, ..., Upn1] IS & TOW-vector,
L \T
U111 U21 ... Upi (ul)
L N\T
T |U12 U2 ... Up2| (U2)
Ut = —
— T
Uin  U2n Unn ('Lbn)

. . - \1T - — — - \1T - — —
Since, by orthonormality, (u;)” @ = 4y - uy = 1, (da)" Uy = Uy -y =0, ... we have

(ﬁl); wl);al (ﬁl)i T (a‘l);a’n 10 0
UT = (td2) R ()" U (Ua)” U (tiz)" iy, _ 0 1 0
(if,)" @) @ (@) @ ... (@), 0 0 .. 1

|

Note that the same technique may be used to calculate the inverse of a matrix A =
[uq, ug, ..., u,], where the column vectors iy, iy, ..., i, form an orthogonal set, but not ortho-
normal set. In this case,

@) i (@) d . (@) @, @@ 0 .. 0
ATA: (772)Tﬁ1 (ﬁg)Tﬁg (ﬁg)Tﬁn _ 0 {[2.[[2 0
(@) @ (@) dy . (@)" D, 0 0 .. -y
So y
Uy - Uy 0 0
0 iy ily 0 ATAT
0 0 TR



ie.,

Uy - Uy 0 0
A1 0 Uy - Uy ... 0 AT
| 0 0 Uy, * Up,
[ 1 T [ (ﬁl)T |
dod @)’ |0
0 = U I Gl R 2
= Ug + Uz = | Ug - Uy
T
1 U S \T
0 0 _ (i) in )
- Un = Un ] |y, - Uy,
Example 6.2.5. We know from previous examples that
3 -1 -1
1 1
U = —— Uy = 2 |, 3= —4

1
= Lt = — = —=
Vi1 |4 V6 | 4 V66 | -

form an orthonormal basis, but

3 -1 -1
_)1 = |1 s 172 = 2 N 173 = |—4
1 1 7

form only an orthogonal basis. Set

U = [ﬁ17ﬁ27ﬁ3] =

U'l=0"=|-




The matrix is not an orthonormal matrix. However,

3 1 113 -1 -1
VIV =1-1 2 1| |1 2 —4| =
1 -4 7{ {1 1 7
Therefore,
110 01"
0 6 0 VIV =1,
0 0 66
or
(11 0 01"
V=10 6 0 vT
(0 0 66
(1171 0 0 3
=10 671 0 -1
0 0 6671 |—1
r 3 1 1
B 111 11 111
N
L 66 33 66




