
Section 1.9: The Matrix of a Linear Transformation
For any m × n matrix A, one can define a linear transformation T from Rn to Rm as

follows: for any ~u ∈ Rn

T (~u) = (Am×n) (~un×1) .

In particular, if we write A = [~a1 ~a2 ... ~an] , where ~ai is the ith column vector of A, then

T (~ei) = A~ei = ~ai

This motives us to define the matrix for any linear transformation T from Rn to Rm.
Definition: For any linear transformation T from Rn to Rm, them×n matrix A defined

above, i.e.,
A = [T (~e1) T (~e2) ... T (~en)]mxn

is called the matrix of T under the standard basis.
Proposition: Any linear transformation T from Rn to Rm can be representated by its

matrix AT in the following sense: For any column vector ~x in Rn,

T (~x) = AT~x, ~x =

x1...
xn


Proof: We can write ~x = x1~e1 + x2~e2 + ...xn~en. So

T (~x) = x1T (~e1) + x2T (~e2) + ...xnT (~en) = [T (~e1) T (~e2) ... T (~en)]


x1
x2
...
xn

 = AT~x

Property: (1) Linearity: Let T and S are two linear transformations from Rn to
Rm, then for any constants α and β, the matrix for αT + βS is αAT + βAS, i.e.,

AαT+βS = αAT + βAS

(2)Let T and S are two linear transformations from Rn to Rm, and from Rm to Rr,
respectively. Then the matrix for S ◦ T is ASAT , i.e.,

AS◦T = ASAT .
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